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Application of a Monte Carlo Method to the Determination of
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Use of a Monte Carlo method is proposed for assessing the reliability of the experimental determina-
tioni of cation distribution in spinels as deduced from X-ray powder diffraction data. The method is
demonstrated on the ternary spinels Cug¢Zng 4Al,O4 and Cug, Mg, 3Al,O4, which present the complica-
tion of having two cations with very close X-ray scattering power. It is shown that the proposed
method tests out the precision of the cation distribution results with greater detail than what can be

obtained by simple consideration of a residual function.

Introduction

Determination of cation distribution
(among tetrahedral and octahedral sites) in
spinels is of considerable interest, since the
theoretical interpretation or the magnetic
and semiconducting properties of spinel-
type compounds leans heavily on the lattice
sites assigned to the cations. Control of
these properties can be exerted by using
cations with marked coordination prefer-
ence. To this end, many systems involving
two (or more) spinels have been investi-
gated, and it has been shown (/) that in
ternary spinels (i.e., spinels having three
different cations) cation distribution is a
function of chemical composition.

Experimental determination of cation
distribution in spinels is usually carried out
by X-ray powder diffraction, since the ma-
terials are very often obtained in polycrys-
talline form. The neutron diffraction tech-
nique, although potentially more accurate,
is not easily available, which makes it less
suitable for routine work.
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Determination of cation distribution by
X-ray diffraction involves comparison be-
tween the experimentally determined dif-
fraction intensities and those calculated for
a number of simulated structures, where
ionic partition is gradually changed. To this
end, an R-factor method (2—4) can be uti-
lized. However, in the standard use of such
a method, the accuracy and reliability of
the numerical results obtained cannot be as-
sessed beyond the simple indication given
by the value of the residual function, for
which a minimum is sought. The present
paper reports on the application of a Monte
Carlo method which provides an indepen-
dent estimation of the reliability of the
results.

The use of the method is demonstrated
by its application to the ternary spinels
Cuy 6Zng 4ALO4 and Cug ;Mg sALO,. These
are particularly severe cases. Since, be-
sides the simultaneous presence of three
different cations (as compared with only
two cations in binary spinels), two of them:
Cu?*/Zn?* in the former system and Mg2*/
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APB?* in the latter, have very close X-ray
scattering powers, which poses a further
complication.

Basis of the Calculation Method

As stated above, experimentally mea-
sured X-ray diffraction intensities can be
used to determine cation distribution in
spinels applying standard methods of X-ray
crystallography where the best proposed
structure is selected so as to minimize the
value of a residual function, R, of the form

R=73 /Z By

Akl hkt

obs calc
i — Thi

where 192} are the experimentally observed

intensities and I§i° are the corresponding
calculated values for a hypothetical struc-
ture. However, stochastic fluctuations in
the I values set an upper limit to the pre-
cision with which cation distribution can be
determined. It is the uncertainty due to this
factor which is statistically evaluated in the
proposed calculation method. This method
is based on the fact that the random fluctua-
tions intrinsically inherent to the phenom-
ena of X-ray excitation, diffraction, and de-
tection are known to maintain a normal
distribution (5) where the mean value
equals zero and the standard deviation
equals the square root of the counter read-
ing. Knowledge of this statistics allows
computer simulation of the diffraction in-
tensity fluctuations which can thus be taken
into account to evaluate their effect on the
accuracy of the cation distribution results.
Moreover, the statistical nature of the pro-
cess renders it well suited to the application
of a Monte Carlo method (6).

The calculation procedure we have de-
vised runs as follows. From each individual
value of an experimentally observed dif-
fraction intensity, /5% a Monte Carlo com-
puter program generates a set of
pseudorandom values, I}y, . . . , Iy, al-

337

lowing for stochastic fluctuations which fol-
low the above-mentioned statistics.! Since
the mean value of such fluctuations is set
equal to zero, the mean of the Iy, . . ., Ifu
equals I5%. There is no limitation to the
number of I} values which can thus be
generated, and it must necessarily be large
enough to carry statistical significance.
However, practical considerations (com-
puter time) do set an upper limit. For the
present work we have taken n = 50. Thus,
50 values I}y, . . ., I% are generated for
every experimentally determined diffrac-
tion intensity.

The computer program proceeds now to
carry out a cycle of operations where a se-
ries of hypothetical structures (with differ-
ent ionic distribution) are simulated and the
corresponding 53¢ values computed.? Due
account is taken of the corrections for
anomalous scattering and for the Lorentz,
polarization and multiplicity factors. Using
Eq. (1), substituting I% for I3, the best
structure is selected so as to minimize the
residual function R.

The whole cycle is repeated over 50
times, one for each set of pseudorandom
I}y, values, and the individual values of the
cation distribution obtained in each calcula-
tion cycle (see Tables I and II) are then
statistically analysed to determine the cor-
responding mean value and standard devia-
tion. This standard deviation bears out the
stability, and reliability, of the results.

The difference with the standard meth-
ods of crystal structure determination
rests in the fact that the 75 values are
not directly compared with I35, but with
the corresponding pseudorandom values
instead.

! For computer generation of a pseudorandom vari-
ate with predetermined statistical distribution see, for
instance, Refs. (6, 7).

? Atomic scattering factors, and corresponding
anomalous scattering corrections, were taken from the
International Tables for X-ray Crystallography.



TABLE I TABLE II

CATION DISTRIBUTION AND OXYGEN PARAMETER IN  CATION DISTRIBUTION AND OXYGEN PARAMETER IN

Cuy.6Zno4AlL O, Cuy Mg, sALO,
AR+ Cu?* Zn» [AP* Cu?* Zn?*] u R ARt Cu¥* Mg [AP* Cu» Mg¥] u R
268 334 399 1.73z .266 .00i 3872 .019 302 .085 .613 1.698 .115 .187 .3866 .018
282 334 384 1.718 .266 .016 .3876 .021 .656 .060 .283 1.344 140 .517 .3863 .018
275 344 381 1.725 .256 .019 3872 .018 .453 .079 .468 1.547 .121 .332 .3862 .019
293 320 387 1.707 .280 .013 .3876 .020 .290 .074 .636 1.710 .126 .164 .3869 .018
280 320 400 1.720 .280 .000 3877 .019 .399 .08 .516 1.601 .114 .284 .3864 .019
275 389 336 1.725 211 .064 3870 .021 .484 .071 .445 1.516 .129 355 .3863 .019
273 .33 392 1.727 .265  .008 3877 .021 .376 .075 .548 1.624 125 252 .3867 .018
272 355 373 1.728 245 .027 .3877 .020 .322 .080 .598 1.678 .120 .202 .3862 .020
2290 313 .397 1710 .287  .003  .3875 .021 310 .084 605 1.690 .116 195 .3868 .019
278 351 371 1.722 249 029 .3874 .021 .167 .088 .745 1.833 .112 .055 .3869 .018
292 311 396 1.708 .289 .004 3875 .022 .666 .062 271 1.334 .138 .529 .3863 .018
281 360 .359 1.719 .240 .041 .3876 .020 .428 .078 494 1.572 .122 306 .3866 .019
283 338 380 1.717 262 .020 .3873 .019 .585 .067 .348 1.415 .133 452 3866 .019
273 361 366 1.727 .239 .034 3878 .022 .681 .056 .263 1.319 .144 .537 .3864 .017
279 358 363 1.721 .242  .037 .3873 .020 .662 .058 .280 1.338 .142 .520 .3866 .020
281 346 373 1.719 .254 .027 .3875 .020 374 .086 .540 1.626 .114 260 .3865 .019
266 409 324 1.734 .191 .076 .3871 .020 .273 .091 .636 1.727 .109 .164 .3866 .019
.285 318 397 1715 .282  .003 .3873 .020 .314 .083 .602 1.686 .117 .198 .3869 .021
275 340 385 1.725 260 .015 .3868 .019 .356 .080 .564 1.644 .120 .236 .3868 .019
268 334 398 1.732 266 .002 .3876 .017 423 081 496 1.577 .119 304 .3865 .019
281 356 363 1719 244 037 3873 .022 .686 .055 .259 1.314 .145 .541 .3862 .019
283 368 349 1.717 .232 .051 .3874 .019 .384 .085 .531 1.616 .115 .269 .3865 .018
266 343 391 1.734 .257  .009 3876 .021 456 .081 463 1.544 119 337 .3866 .019
276 330 394 1.724 270 .006 .3876 .021 383 .077 .540 1.617 .123 260 .3867 .018
287 352 362 1.713 248 .038 .3872 .021 .790 .046 .164 1.210 .154 .636 .3864 .017
273 .369 358 1.727 231 042 .3873 .021 .651 .065 .284 1.349 .135 516 .3862 .020
280 .357 363 1.720 .243 .037 3871 .019 .387 .082 .531 1.613 .118 269 .3866 .019
287 316 396 1.713 .284 004 3875 .019 .325 .085 .590 1.675 .115 .210 .3867 .020
273 351 376 1.727 249 .24 3875 019 275 .089 .636 1.725 .111 .164 .3867 .018
275 345 380 1.725 .255  .020 3874 .022 378 .074 .549 1.622 .126 .251 .3865 .018
280 .351 .368 1.720 .249 .032 .3874 .021 493 .065 .443 1.507 .135 357 .3866 .018
279 331 391 1.721 269 .009 .3878 .021 .734 .058 208 1.266 .142 .592 .3864 .019
268 382 350 1.732 .218 .050 .3878 .022 .589 .063 .348 1.411 .137 452 .3865 .019
273 371 356 1.727 .229  .044 3874 .022 .289 .090 .620 1.711 .110 .180 .3866 .020
283 330 388 1.717 270 .012 .3875 .020 .710 .050 .240 1.290 .150 .560 .3863 .018
285 349 365 1.715 .251 .035 .3875 .021 .231 .090 .679 1.769 .110 .121 .3867 .019
280 347 373 1.720 .253 .027 .3875 .020 .404 .079 .516 1.596 .121 .284 3865 .018
283 338 379 1.717 .262 .021 3873 .020 .537 .068 .395 1.463 .132 405 .3865 .017
281 320 399 1.719 .280 .001 .3871 .020 .627 .056 317 1.373 .144 483 .3865 .019
264 356 380 1.736 .244 .020 .3872 .022 408 .077 .515 1.592 .123 .285 .3864 .018
269 370 361 1.731 230 .039 3874 .022 362 .085 .553 1.638 .115 .247 .3869 .021
272 337 .391 1.728 .263 .009 .3867 .020 402 .077 .522 1.598 .123 278 .3867 .019
286 .320 394 1.714 .280 .006 3872 .021 .536 .071 .393 1.464 .129 .407 .3865 .018
267 387 346 1.733 213 .054 .3874 .020 .795 .050 .155 1.205 .150 .645 .3863 .018
282 324 394 1.718 276 .006 3870 .020 462 .082 .456 1.538 .118 .344 3864 .018
278 382 340 1.722 .218 .060 .3873 .020 .831 .047 .122 1.169 .153 .678 .3866 .019
283 319 399 1.717 .281 .001 .3873 .019 285 .088 .627 1.715 .112 .173 .3866 .018
276 338 386 1.724 262 .014 3870 .020 772 .048 .180 1.228 .152 .620 .3866 .018
266 339 395 1.734 261 .005 3878 .022 314 .083 .603 1.686 .117 .197 3867 .019
265 .453 283 1.735 .147 .117 3873 019 462 .076 462 1.538 .124 338 .3865 .0I8
Mean value Mean value
277 348 375 1723 252 025 .3874 020 470 .073 457 1.530 .127 .343 .3865 .019
Standard deviation Standard deviation
007 026 .023 007 .026 .023 .0002 .001 .168 .013 .156 .168 0613 .156 .0002 .001
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Experimental

As stated in the Introduction, the calcula-
tion procedure is applied to the
Cug 6Zng 4Al,O4 and Cugy,Mgg 3Al,O4 ternary
spinels. CugeZng4AlLO, was prepared in
polycrystalline form by solid-state reaction
at 1223(=20) K of the parent oxides (CuO,
ZnO, and AL,Os) mixed in the appropriate
proportions. Further details were given
elsewhere (8). Likewise, Cugy,Mg,sALO,
was prepared from CuQ, MgO, and ALO;,
under the same experimental conditions.
Both samples were rapidly quenched from
the annealing temperature.

Diffraction intensities were determined
with a powder diffractometer equipped
with a graphite crystal monochromator (on
the diffracted beam) and scintillation
counter; CuK« radiation was used through-
out. Diffraction lines were scanned at a
speed of 0.125° min~! (26), accumulating
the corresponding number of pulses. Al-
lowance for background was made by set-
ting the goniometer at each side of every
diffraction line and accumulating enough
pulses to have only a small statistical error.
In this way, the 19 most intense diffraction
lines were measured for each sample.

Application and Discussion

Tables I and II show the results obtained
for Cll()‘(,Zl'l().4A1204 and CUo‘zMg()_gA1204,
respectively. The first six columns display
cation distribution, octahedral sites en-
closed in square brackets. Column seven
shows the value of the oxygen positional
parameter, u. This parameter, which is cal-
culated along with cation distribution,
quantifies the distortion of the anion sublat-
tice. When the anions form an ideal cubic
close-packed array, # = 0.375. In most
spinels, however, u > 0.375, as a result of
small displacement of anions in the [111]
direction, which allows expansion of the
tetrahedral sites. The last column of Tables
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I and II shows the value of the residual
function in Eq. (1). Each row presents the
results of an individual cycle of the com-
puter program, as previously described. Fi-
nally, the last two lines (at the bottom of the
tables) display the mean value and standard
deviation of each structural parameter.

For Cug¢Zng 4Al,O4 the mean values of
cation distribution and oxygen parameter
given in Table I are entirely consistent with
previously reported results (8). In the case
of Cuy,MgysAl,O4 no comparative data
were found in the literature.

The R-value resulted to be R = 0.020 in
CUO.GZH()_4A1204 and R = 0.019 in
Cug,MgosALO,. Small fluctuations of this
parameter are not considered to be signifi-
cant. However, it is important to realize
that consideration of only the R-value con-
ceals the fact that the precision with which
cation distribution parameters are deter-
mined is not the same in both cases consid-
ered, as could be erroneously concluded
from the similarity of the corresponding R-
values. Consideration of the standard devi-
ations, as evaluated by the proposed calcu-
lation procedure, shows that the results for
Cuy¢Zng 4Al,O4 are far more accurate than
those obtained for Cuy,MgysALO,. Thus,
the maximum value of the standard devia-
tion is 0.026 (for Cu?*) in the former case,
as compared to 0.168 (for AI>*) in the latter
(Tables I and II). The utility of the Monte
Carlo method rests in its power to evaluate
the relative precision with which the distri-
bution of individual cations can be deter-
mined.

A related aspect, shown by the results in
Tables I and 11, is that for any particular
sample the uncertainty in site-assignment
may take quite different values for differ-
ent cations. Thus, the corresponding stan-
dard deviations show that the uncertainty
in the distribution of the ion pairs Cu2*/
Zn** in CuyeZng4Al,04 and Mg2t/AP* in
Cug Mgy 3Al,04 is much greater than the
corresponding uncertainty for the third cat-
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ion present. Qualitatively this could be
suggested in advance, since ions in the
mentioned pairs have very close X-ray
scattering powers. However, the advantage
of the proposed calculation method resides
in its ability to give a more quantitative
evaluation of these differences, which
would be completely overlooked in the
standard calculation procedure where the
value of the residual R-function is the only
indicator of the reliability of the results.

We must stress that, since only stochas-
tic fluctuations of the experimentally deter-
mined diffraction intensities have been
taken into account, the calculated standard
deviations of the results cannot be taken as
a means to evaluate the ultimate accuracy
of the calculated cation distribution; they
are rather an upper limit of accuracy, since
uncertainties due to possible systematic ex-
perimental errors are not evaluated in our
calculation procedure.

It is also relevant to point out that (as
suggested by the present results) X-ray
power diffraction, coupled with appropriate
computational methods, appears to have
enough sensitivity to discriminate (at least
in some cases) between ions with only one-
electron difference, such as Cu?* and Zn?>*
in Cug¢Zng4Al,O4. This has- been further
confirmed in recent studies on CuGa;0,
(9, 10), where it was shown that the distri-
bution of the cations Cu?* and Ga’* (with
only one-electron difference) determined
by X-ray diffraction resulted to be consis-
tent with the results obtained in previous
neutron diffraction studies (71, 12). Iso-
electronic ions, such as Mg?* and APP* are
much more difficult, or even impossible, to
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discriminate, as shown by the large values
of the corresponding standard deviations in
Table 1I.

Finally, we suggest that application of a
Monte Carlo method, in a similar way as
shown in the present paper, may find a
wider use in X-ray crystallography. In par-
ticular, it could be useful for studies of
cation coordination in solids other than
spinels, such as garnets, clays, or zeolites.
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